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Abstract— The development of datacenter applications leads
to the need for end-to-end communication with microsecond
latency. As a result, RDMA is becoming prevalent in datacenter
networks to mitigate the latency caused by the slow processing
speed of the traditional software network stack. However, existing
RDMA congestion control mechanisms are either far from
optimal in simultaneously achieving high throughput and low
latency or in need of additional in-network function support.
In this paper, by leveraging the observation that most congestion
occurs at the last hop in datacenter networks, we propose
RCC, a receiver-driven rapid congestion control mechanism
for RDMA networks that combines explicit assignment and
iterative window adjustment. Firstly, we propose a network
congestion distinguish method to classify congestions into two
types, last-hop congestion and in-network congestion. Then,
an Explicit Window Assignment mechanism is proposed to solve
the last-hop congestion, which enables senders to converge to
a proper sending rate in one-RTT. For in-network congestion,
a PID-based iterative delay-based window adjustment scheme
is proposed to achieve fast convergence and near-zero queuing
latency. RCC does not need additional in-network support and
is friendly to hardware implementation. In our evaluation,
the overall average FCT (Flow Completion Time) of RCC is
4∼79% better than Homa, ExpressPass, DCQCN, TIMELY,
and HPCC.

Index Terms— Datacenter, RDMA, congestion control,
receiver-driven, PI controller.
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I. INTRODUCTION

DATACENTERS are increasingly dominating the market
for different types of high-end computing and distributed

data storage services [2], [3]. These workloads put enor-
mous pressure on datacenter networks to deliver ever faster
throughput and extremely low latency at a low cost. More
specifically, with the tendency of deploying high I/O speed
storage media in datacenters, such as NVMe (Non-Volatile
Memory express), the storage speed and access latency are
significantly improved [3]. Therefore, datacenters become a
good fit for applications with great demand for computation
and storage capacity. However, to take full advantage of the
distributed and high-speed computation and storage resources
in datacenters, the networking stack requires to guarantee high
throughput and microsecond latency communications among
distributed nodes. Otherwise, the communication latency will
become the bottleneck of the applications [4], [5].

Unfortunately, the traditional TCP/IP network stack incurs
a lot of overhead [6]. CPU spends much time managing
data transfers for write-intensive workloads, reducing the
overall performance of these tasks. To solve this issue, the
RDMA (Remote Direct Memory Access) technique is becom-
ing widely used in datacenter networks [4]–[6]. The direct
connection of RDMA NICs reduces the involvement of the
CPU during data transmission. Meanwhile, combined with fast
storage like NVMe, the RDMA can cut end-to-end communi-
cation latencies down from milliseconds to microseconds.

However, deploying RDMA in datacenters poses great chal-
lenges on datacenter networking. Limited by the hardware
resources in NICs, current RDMA congestion control relies
on a simple go-back-N method to recover lost packets. Once
the loss rate becomes higher, the performance of RDMA
connections will dramatically deteriorate. Thus, PFC (Priority
Flow Control) is used to guarantee in-network losslessness.
However, PFC potentially brings fatal problems like PFC
deadlock and PFC pause frame storm [6], [7]. Therefore,
much attempt has been conducted to design RDMA-dedicated
congestion control mechanisms to avoid packet dropping.

The goal of congestion control mechanisms is to allocate the
bandwidth of congested links efficiently. The key challenge
lies in that end-hosts can not obtain accurate information
on network conditions easily. Most of the existing RDMA
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congestion control mechanisms use various metrics, such as
ECN mark and RTT, to detect network conditions at the sender
side [5], [8], [9]. Then iterative window adjustment schemes
are proposed to solve network congestion. HPCC [4] suggests
using INT (In-band Network Telemetry) to obtain accurate
information on network conditions and then precisely controls
the congestion window at the sender side to achieve faster
convergence and lower latency. It can not be deployed if INT
support is absent.

In this paper, we instead ask, is it essential to accu-
rately measure in-network information for congestion con-
trol mechanisms in all cases? Most congestion happens at
the last hop due to the many-to-one traffic pattern in dat-
acenter networks, even in over-subscribed datacenter net-
works [10]–[13]. We call this kind of congestion last-hop
congestion. The other congestion, which happens at other
places, is referred to as in-network congestion. A study of
Google’s production datacenters reveals that the predominant
source of congestion, accounting for 62.8%, comes from the
last hop in datacenter networks [13]. Fortunately, receivers can
easily obtain the last-hop congestion information. Therefore,
there is potential for designing a simple and efficient mecha-
nism to solve the major last-hop congestion without obtaining
in-network congestion information, while the remaining small
part of in-network congestion can be further addressed by
another more complicated scheme.

Enlightened by the above investigation, we propose a novel
RDMA congestion control mechanism, RCC, that combines
explicit assignment and iterative window adjustment at the
receiver side. Firstly, we propose a network congestion dif-
ferentiation method to detect whether the last-hop congestion
happens. Inspired by the fast recovery mechanism in TCP,
we use n consecutive measured RTT values to infer whether
network congestion occurs or not. Then the last-hop average
throughput is used to further distinguish whether last-hop
congestion happens. For last-hop congestion, we propose an
Explicit Window Assignment scheme to adjust the sending
rate according to the connection number perceived at the
receiver side and piggyback the sending window through ACK
packets to senders. Besides, we combine per-ACK window
adjustment and packet pacing to avoid instantaneous large
queuing caused by Incast flows. In this way, the last-hop
congestion that takes the majority of network congestion in
datacenters can be solved in one RTT. For in-network con-
gestion, we design a new iterative window adjustment scheme
based on the PID (Proportional Integral Derivative) control
theory. By combining the proportional and derivative terms,
RCC can converge to a unique fixed point and achieve high
utilization with near-zero queuing latency. Besides, RCC sets
the upper bound of sending rate through the Explicit Window
Assignment mechanism for each flow. In this way, RCC can
avoid overlarge PID-based iterative window adjustment
results.

The main advantages of RCC include: 1) it can achieve
high throughput, near-zero queuing latency, fast convergence,
and fairness simultaneously, 2) it does not need additional
in-network features and thus can be readily deployed with
traditional commodity switches, 3) it requires only a small

amount of extra memory for each RDMA connection, which
makes it friendly to hardware implementation.

We analyze the stability and convergence of RCC based on a
mathematical model and the PID control theory. Then we use a
simulation-based phase margin and loop bandwidth analysis to
show how to configure parameters in RCC to ensure stability
and convergence.

Furthermore, we evaluate the performance of RCC
both in testbed and NS3 simulator [14] by conducting
micro-benchmark experiments as well as large-scale simula-
tions using realistic workloads from Google and Facebook
datacenters. We show RCC outperforms Homa, ExpressPass,
DCQCN, TIMELY, and HPCC in terms of mean and tail
flow completion time, convergence rate, fairness, and queuing
latency. Large-scale simulations show that RCC achieves 55%
lower average FCT and 79% lower 99th percentile FCT than
TIMELY and DCQCN for typical datacenter topology and
workload settings. Compared with HPCC, RCC is fairer and
achieves better performance in multiple scenarios.

In summary, our key contributions are:
• We leverage the characteristic that most congestion hap-

pens at the last hop to design RCC, a high-performance
transport for RDMA in datacenter networks;

• We propose an Explicit Window Adjustment mecha-
nism to fairly assign the last-hop bandwidth to senders
in one-RTT for last-hop congestion. And we design a
PID-based window adjustment mechanism to simulta-
neously achieve fairness and a guaranteed steady-state
latency for in-network congestion. Besides, per-ACK
window adjustment and packet pacing are combined to
mitigate instantaneous large queuing latency;

• We theoretically analyze RCC on its stability and conver-
gence and show how to tune parameters of RCC under
various network conditions;

• We evaluate RCC with both DPDK implementation and
large-scale simulations in comparison with state-of-the-
art RDMA and receiver-driven schemes. Results show
that RCC achieves 4 ∼ 79% lower overall average FCT
than Homa, ExpressPass, DCQCN, TIMELY, and HPCC.

II. BACKGROUND AND MOTIVATION

A. RDMA in Ethernet

Traditional TCP suffers from high CPU overhead and large
latency [15]. By offloading the transport layer function to the
hardware chip, RDMA is able to access (i.e., read from or
write to) memory on a remote machine without interrupting
the processing of the CPU(s) on that system. RDMA was pre-
viously used in lossless InfiniBand networks. To use RDMA
in Ethernet and IP networks, RoCE [16] is proposed. RoCE
follows the original design of RDMA for lossless networks,
using PFC [17] to avoid packet loss in Ethernet and using a
go-back retransmission mechanism to recover lost packets.

PFC is a hop-by-hop flow control mechanism to prevent
buffer overflow on Ethernet switches and end-host NICs.
It works in the queue granularity and sends PAUSE/RESUME
frames from downstream devices to notify upstream devices
to pause/resume sending packets. Because of a coarse-grained
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Fig. 1. Performance of DCQCN and TIMELY in a multi-bottleneck topology.
Flow 1, 2, 3 starts at 0, 100, 200 ms, respectively.

queue-level operation, PFC possibly leads to poor performance
for individual flows, such as unfairness, flow transmission
and head-of-line blocking. Even worse, unexpected interaction
between PFC and Ethernet packets flooding possibly breaks
the up-down routing and could lead to occasional deadlocks.
Go-Back Retransmission. The original design of RDMA in
Ethernet employs go-back-0 retransmission to handle occa-
sional packet drops, which suffers from the live-lock problem.
To address this issue, a modified go-back-N retransmission is
employed. Go-back-N scheme solves the live-lock problem but
still wastes time and bandwidth for sending redundant packets,
potentially increasing the probability of congestion.

B. Defects of State-of-the-Art Congestion Control Solutions

In order to reduce the side effects of the above go-back
mechanisms, flow-based RDMA congestion control solutions
like DCQCN, TIMELY and HPCC, have been proposed.
DCQCN is an end-to-end rate-based congestion control mech-
anism [5] proposed for RoCEv2. It achieves high link utiliza-
tion by fast rate increase similar to QCN and fairness through
DCTCP-like fine-grained rate control [18].
TIMELY is an RTT-based and rate-based RDMA congestion
control mechanism [9], which iteratively adjusts the sending
rate based on the RTT gradients.
HPCC [4] leverages precise link load information carried by
INT probes supported by switches to calculate the appropriate
sending window for connections.

However, limited by the intrinsic long end-to-end control
loop, though proven to be effective or even widely deployed,
the algorithms above easily fall short under specific scenarios.
We conduct a simulation to illustrate defects of the state-of-
the-art with three competitive flows traversing a typical multi-
bottleneck topology, in which congestions exist both at the
network edges and inside. As shown in Fig. 1(b) and 1(c),
DCQCN fails to give a fast and precise response to con-
gestions, thus leading to drastic queue oscillation and under-
utilization; TIMELY cannot simultaneously achieve fairness
and guaranteed queuing delay.1

1As the best of these three schemes, we elaborate the performance degra-
dation of HPCC under specific scenarios in § V-B.

C. Most Congestion Happens at the Network Edge

Topology. Datacenter network topology plays a vital role
in determining the communication bandwidth and latency
between each pair of nodes. The tree-based hierarchical topol-
ogy with two or three tiers according to the network scale is
widely used in practice [19]–[22]. These topologies generally
have sufficient cross-sectional bandwidth and the core network
will not become a bottleneck [10].
Communication Pattern. Datacenters employ the scale-out
method to support large-scale applications. Generally, applica-
tions are hosted in tens of hundreds of servers [26], and there
are frequent communications between different pairs of nodes
to support various tasks from users. In fact, due to the sufficient
cross-sectional bandwidth and the widely existed many-to-
one/many-to-many communication patterns [11], most conges-
tion in full-bisectional/over-subscribed datacenters happens at
the network edge (or more specifically, the last hop) [10],
[23], [24]. For example, some popular applications (key-value
stores [25], data mining [26], parameter servers [27] used in
distributed machine learning frameworks, etc.) often generate
a number of scatter-gather [11], [28] and batch computing
tasks [29], causing the many-to-one communication pattern.
A study of Google’s production datacenters reveals that the
predominant source of congestion, accounting for 62.8%,
comes from the last hop in datacenter networks [13].

D. Brief Summary

Existing state-of-the-art RDMA congestion control solu-
tions follow a similar rationale: senders iteratively adjust
sending rates of flows according to the network congestion
signals. There is still room for improvement from the per-
spective of fairness, convergence rate, and end-to-end latency.
It is potential to design a more concise and efficient RDMA
congestion control algorithm by leveraging the special char-
acteristic that congestion often happens at the last hop in
datacenters.

III. DESIGN

A. Basic Idea and Challenges

The key idea of RCC is to leverage the observation that
most of the congestion happens at the receiver edge and
allocate bandwidth to connections according to different kinds
of congestion types. We classify network congestion into two
types: C1 happens at the last hop; C2 happens at other
places. The first type of congestion takes the majority of
network congestion in datacenter networks [30] and can be
easily solved at the receiver in one RTT. For the other in-
network congestion, RCC adjusts the bandwidth allocated to
each connection based on the network delay feedback.

To realize the basic idea of RCC, there are three main
challenges to be solved.
1. How to differentiate different types of network con-
gestion at receivers. To obtain the network congestion type,
we first need to detect whether and where network conges-
tion happens accurately and responsively. Generally, network
congestion can be detected based on widely-used advanced

Authorized licensed use limited to: BEIJING UNIVERSITY OF POST AND TELECOM. Downloaded on November 03,2023 at 02:57:25 UTC from IEEE Xplore.  Restrictions apply. 



106 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 31, NO. 1, FEBRUARY 2023

signals, such as RTT, ECN, loss rate. However, instantaneous
value directly using the instantaneous value of them will
possibly lead to overreaction. On the other hand, using the
average value of them will possibly be unresponsive to net-
work congestion.
2. How to obtain accurate bandwidth sharing when
addressing congestion C1. In order to assign the last-hop
bandwidth accurately and fairly to RDMA connections,
a straightforward method is that receivers count the precise
number of active flows and then explicitly assign the average
bandwidth to each connection. However, consider an Incast
scenario, flows usually start one by one with a quite short
interval. In this case, at first, the receiver may assign a higher
congestion window to senders, causing the aggregate sending
rate of all the flows higher than the last-hop bandwidth.
3. How to achieve fast convergence and near-zero queuing
latency when addressing congestion C2. Due to the limited
information provided by ECN marks, it is hard to utilize
ECN to achieve fast convergence as well as near-zero queuing
latency. Existing delay-based congestion control protocols
such as TCP vegas [31], FAST TCP [32], and Compound
TCP [33] have inherent limitations to achieve both fast con-
vergence and low latency in current high-speed datacenter
networks. They only react after queue build-up. Although
TIMELY mitigates the problem by using the delay gradient,
it fails to converge to a fixed point.

B. Framework

Before proceeding to describe the framework of RCC,
we first explain why RCC is window-based and delay-based.

Window-based or rate-based. In rate-based congestion con-
trol schemes, packets are continuously sent before receiving
feedback, which may further aggravate congestion when feed-
back is delayed due to congestion. Window-based solutions
can avoid this problem by limiting the number of inflight
packets even if the feedback is delayed. In this way, congestion
will not be magnified, making the network more stabilized.

Delay-based or ECN-based. ECN is per-hop feedback,
which can prevent packet loss efficiently. However, ECN-based
schemes fail to effectively control the end-to-end queuing
length as the number of hops increases, while RTT is end-
to-end feedback information, which can be used to control the
end-to-end queuing length more effectively.

Fig. 2 shows the framework of RCC. It includes three
main functions: Differentiating Congestion Types (§ III-C),
Explicit Window Assignment (§ III-D) and PID-based Iterative
Adjustment (§ III-E). Each flow starts at line rate like other
RDMA congestion control mechanisms [4], [5], [9]. Each data
packet has a timestamp field to indicate the packet’s sending
time. As shown in Alg. 1, the receiver calculates the one-way
delay by subtracting the timestamp value from the current
time when the packet arrives (Line 3). Besides, if the packet
belongs to a new flow or is the last packet for an existing
flow, the receiver will update the number of active flows and
calculate the new fair share (Line 4).

If the flow has been in PID-based congestion control pro-
cedure, it will stay in this state until the end (Line 6-9). This

Fig. 2. The overview of RCC framework.

Algorithm 1 RCC Algorithm at Receiver Side
1: INPUT: data packet pkt
2: OUTPUT: sending window cwnd
3: rtt← CALCULATERTT(pkt)
4: num← UPDATEFLOWNUMBER(pkt)
5: fair_share← EXPLICITWINDOWASSIGNMENT(num)
6: if flow already in PID-based congestion control then
7: cwnd← PIDCONTROL(rtt, fair_share)
8: return
9: end if

10: if RX rate >= NIC speed ∗ η then
11: cwnd← fair_share
12: else
13: in_network ← CONGESTIONDETECTION(rtt)
14: if in_network == true then
15: cwnd← PIDCONTROL(rtt, fair_share)
16: else
17: cwnd← fair_share
18: end if
19: end if

is because most flows are quite short in high-speed datacenter
networks and switching between Explicit Window Assignment
and PID-based congestion control may cause in-network queue
oscillation. And the PID-based congestion control results will
be limited by Explicit Window Assignment. Thus, last-hop
congestion will not happen again.

Otherwise, the receiver uses one-way delay and other
information to determine if in-network congestion occurs
(Line 13). If in-network congestion does not happen, the
receiver explicitly assigns the sending window to the fair share
(Line 11 and 17). For in-network congestion, the receiver
adjusts the sending window using the PID-based congestion
control mechanism and the upper bound of the sending win-
dow is set to be the fair share (Line 15). After the adjustment
of sending window, the receiver piggybacks this information
by ACK packets to senders. The sender adjusts its sending
window after receiving each ACK packet.

C. Congestion Differentiation

Detecting Network Congestion. In RCC, each packet carries
the sending timestamp in its header. Upon receiving a packet,
a receiver can obtain the real-time one-way delay of the
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corresponding connection. Note that here we assume that the
clock at senders and receivers are synchronized [34].

Let RTT base
i and RTTi(t) represent the base and measured

one-way delay of connection i, respectively. We can use the
difference between RTTi(t) and RTT base

i to infer whether
network congestion happens or not. If the difference between
RTTi(t) and RTT base

i exceeds a threshold, then RCC will
decrease the congestion window of connections.

However, many flows in datacenter networks are extremely
short [35], maybe containing only several packets. Besides,
each connection starts at line rate. Thus, these extremely short
flows possibly incur ephemerally high RTTi(t). If we directly
use RTTi(t) to detect network congestion and decrease the
congestion window of all connections once the instantaneous
RTTi(t) is larger than RTT base

i , network bandwidth will
possibly suffer from under-utilization.

Enlightened by the Fast Recovery mechanism in TCP,
we use n consecutive RTTi(t) values to infer whether network
congestion happens or not. Specifically, if n consecutive
RTTi(t) values satisfy the following inequation:

RTTi(t) > RTT base
i × (1 + δ), 0 < δ < 1, (1)

then we can infer that network congestion happens. δ repre-
sents the allowed congestion level caused by queuing.
Determining Congestion Type. First, we calculate the
received bytes of all connections, BR, in the last round.2

The sample duration is set to RTT base
i . Let η ∈ (0, 1)

represent the expected link utilization of the last hop.
If BR > C × min

i
(RTT base

i ) × η, then we can infer that

the bandwidth of the last hop has been fully utilized, where
c represents the bandwidth of the last hop. Thus, network
congestion happens at the last hop. Otherwise, congestion
happens at other places.

D. Explicit Window Assignment

Counting the Number of Messages, N . Unlike the
stream-oriented protocol TCP, RDMA is a message-oriented
one. Thus, we can easily count the number of transmitted
messages based on the begin/end mark in IB BTH (InfiniBand
Basic Transport Header). For example, in an RDMA Write
operation, the first packet’s opcode field in BTH header is set
to RDMA Write First; the final packet of the message has
an opcode as either RDMA Write Last or RDMA Write
Last With Immediate. Thus, we can track the number of
messages accurately in RDMA NICs by checking the opcode
field of each packet. Similarly, we can also count the number
of messages generated in other RDMA operations.
Computing Accurate Bandwidth Sharing. A receiver com-
putes the congestion window for each connection i, W (i) =
C
N . This computed value will be delivered to senders by ACKs.
We mitigate the impacts of the second challenge by combining
per-ACK window adjustment and packet pacing. Receivers
piggyback the assigned window in each ACK packet based
on the current active flow number. Therefore, the improper
larger window sent to the senders will only last a very short

2The term ‘round’ here refers to RTT. That is, BR is the sum of the bytes
received by all connections in the previous RTT.

Fig. 3. Structure of PID-based congestion control.

time, that is, the time between two consecutive ACK packets.
Moreover, NICs at senders use the packet pacing to add
space between consecutive packets of all flows. Through these
mechanisms, each ACK packet that carries larger window
information can only trigger a small number of extra data
packets. Correspondingly, the overall sending rate of Incast
flows will not cause too large instantaneous queuing.

E. PID-Based Congestion Control

For in-network congestion, RCC uses a PID controller to
govern the dynamics of the sending window. In general, PID
control is an adaptive optimization method widely used in
various closed-loop feedback systems [36]. By applying error-
based proportional (P), integral (I) and differential (D) regu-
lation terms to the controlled object, the system can quickly
respond to external disturbances and converge to the steady-
state. Compared with the parameter-fixed AIMD3 adjustment
scheme adopted in traditional TCP, PID control can flexibly
select the combination of regulation terms according to the
characteristics of the actual system. In addition, the calibration
based on real-time error sampling enables the controlled sys-
tem to adaptively realize dynamic adjustment according to the
real-time state of the system, avoiding continuous oscillation
caused by coarse-grained control.

Specifically, in RCC, the controller continuously adapts the
window to the estimated delay in order to match RTT target

i .
RTT target

i controls the tradeoff between the bandwidth uti-
lization and the steady-state queue length. It should be a
little larger than RTT base

i and smaller than the RTT value
in congestion scenarios. Thus, we let

RTT target
i = RTT base

i × (1 +
δ

2
) (2)

Computing the Control Factor. Fig. 3 illustrates the structure
of PID-based congestion control by which RCC handles in-
network congestion. It continuously calculates the error value
Ei(t) of connection i as the difference between the actual
measured value RTTi(t) and RTT target

i , that is,

Ei(t) = RTTi(t)−RTT target
i (3)

To compute the control factor Ui(t), which is used to
adjust the sending window, the controller applies a correction
based on proportional, integral, and derivative terms. In RCC,
the parameter of integral term Ki is set to 0. Equation (4)
expresses the overall control function. The proportional term

3Additive Increase in Congestion Avoidance Phase and Multiplicative
Decrease in Fast Recovery Phase.
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gives an instantaneous response to the error value Ei(t), while
the derivative term is an estimation of the future trend of Ei(t).

Ui(t) = Ui(t− 1) + Kp × Ei(t) + Kd × [Ei(t)− Ei(t− 1)]
(4)

The proportional term can ensure that the PID-based con-
gestion control mechanism converges to a fixed point, while
the derivative term is used to achieve rapid convergence speed.
Finally, with proper settings of these two parameters, RCC can
maintain near-zero steady-state queues in the network without
compromising other performance metrics.
Computing the Sending Window. RCC uses the con-
trol factor Ui(t) to adjust the sending window of flows.
If Ui(t) > 0, which indicates that the inflight packets is larger
than the network capacity, RCC will perform a multiplica-
tive window decrement. Otherwise, a multiplicative window
increment will be conducted since the network has available
bandwidth. For ease of deployment, we use tanh(·) (a function
ranges in (−1, 1)) to scale the window size as follows:

Wi(t) = Wi(t− 1)× [1− tanh(Ui(t))] (5)

Due to the derivative term in (4), the increment of window
size will gradually decrease as the window becomes larger,
eliminating the unfairness caused by pure MIMD algorithms.

It is worth noting that formally, equation (4) adopts pro-
portional and differential terms in standard PID control on
the error value of RTT, but for the control factor U(t)
which finally determines the dynamics of sending window,
(4) actually exerts feedback gain for its difference term
(i.e., Ui(t)−Ui(t− 1)). After performing cumulative summa-
tion on both sides of (4), it can be seen that RCC essentially
adopts PI regulation for the system.4

F. Parameters and Overhead of RCC

Parameters of RCC. The congestion differentiation mod-
ule of RCC has three parameters: n, δ, η. n and δ control
the tradeoff between throughput and transient queue length.
To maximize throughput, transient queues are inevitable.
We set n = 3 and δ = 0.2 for high throughput and near-
zero queuing. And the expected utilization of the last hop,
η is set to 0.95.

The PID-based scheme has two additional parameters:
Kp and Kd. They control the speed of convergence to fairness
and steady-state. The larger the Kd is, the faster the conver-
gence speed will be. However, larger Kd will cause oscillation.
We will discuss this in detail in § IV.
Overhead of RCC. Table I summarizes all state variables
maintained by each RCC connection. Collectively, RCC uses
52 bytes in the sender and receiver for each RDMA con-
nection. This memory footprint is comparable to other state-
of-the-art RDMA congestion control protocols.5 Besides, the
computation overhead is negligible with a background thread.

4In fact, this indirect PI control is also used in [40]–[43]. For the simplicity
and consistency throughout this paper, we use the notation “PID” and symbols
in equation (4) to represent the closed-loop feedback control of RCC.

5For instance, ∼ 60 bytes in DCQCN [5].

TABLE I

STATE VARIABLES OF RCC

G. Deployment Choices

Clock Synchronization. The deployment of RCC relies on
high precision clock synchronization throughout the datacenter
network. Some recent research efforts can reduce the upper
bound of clock synchronization within a datacenter to a few
hundred nanoseconds, which is sufficient for our work [37],
[38]. And the recent work, On-Ramp, is also trying to use the
one-way delay to solve datacenter network congestion [39].

Even without high precision clock synchronization,
RCC can still be practically deployed by moving the delay
calculation and PID-based congestion control to the sender
side; the receiver side only calculates and feeds back the flow
number N and the throughput BR. This solves the problem
of not being able to obtain the one-way delay.

IV. THEORETICAL ANALYSIS

In this section, we explore the stability, convergence and
fairness of RCC based on the fluid model and the control
system theory [36].

A. Model Formalization

Considering N long-lived flows traversing a single bottle-
neck link with capacity C, taking account of the relationship
between Q and RTT , i.e., Ri(t) = q(t)

C + d, the non-linear,
delay-differential equations below describe the dynamics of
Wi(t), Q(t) and Ri(t):

dWi(t)
dt

= −Wi(t)tanh(Ui(t))
Ri(t)

(6)

dQ(t)
dt

=
N∑

i

Wi(t)
Ri(t)

− C (7)

dRi(t)
dt

=
1
C

dQ(t)
dt

(8)

where d is the shared propagation delay, Ri(t) and Q(t)
C denote

the RTT and shared queuing delay, respectively.
As for the control factor Ui(t) in (4), we take bilinear

transformation6 [40] to convert it into a continuous one:

dUi(t)
dt

=
Kp

Ri(t)
[Ri(t)−Rref ] + (Kd +

Kp

2
)
dRi(t)

dt
(9)

where Rref = RTT target is the expected value in equilibrium.

6A tool for converting continuous-time (s-transform) and discrete-time
(z-transform) system functions without affecting the stability of the system,
also known as Tustin transform. The conversion formula is z = 2+sT

2−sT
, where

T is the system sampling interval.
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Equation (6) describes the variation of the sending window
along with the difference between the real value and the
reference value of RTT measured at receiver side, while
equation (7) indicates the queuing process at the switch.
Equations (8) and (9) capture the evolution of direct and
indirect control signals, respectively. By letting the LHS
of (6)-(9) equal 0, with the assumption that all flows are
synchronized and peak simultaneously (which is obvious), it is
easily verified that W , Q and R do not reach the steady-state
until they satisfy:

tanh(Ui)∗ = 0 and Ri∗ = Rref (10)
W1∗
R1∗ =

W2∗
R2∗ = · · · = WN∗

RN∗ (11)

where symbol ∗ indicates the value at the fixed points, which
also represents the fairness of all flows in equilibrium.

B. Derivation of the System Transfer Function

Referring to the linearization and Laplace transformation
method used in [41]–[43], we give the derivation of the system
function for RCC as follows:

For simplicity, we denoting Wi∗ and Rref as W0 and
R0, respectively. To linearize the fluid model around the
fixed points represented in equations (10) and (11), we firstly
redefine the RHS of equations (6), (7) and (9) by:

f(W, R, U) .= −Wi(t)tanh(Ui(t))
Ri(t)

g(W, R) .= N
Wi(t)
Ri(t)

− C

h(R) .=
Kp

R0
[Ri(t)−R0] + (Kd +

Kp

2
)
dRi(t)

dt
(12)

According to the relationship between Ri and Q in equa-
tion (8) and evaluating partials at the fixed point (W0, R0, U∗)
of (12) gives:

∂f

∂W
= − tanh(Ui)∗

R0
= 0

∂f

∂R
=

W0tanh(Ui)∗
R2

0

= 0

∂f

∂U
= −W0[1− tanh2(Ui)∗]

R0
= −C

N
(13)

∂g

∂W
= − N

R0

∂g

∂R
= −NW0

R2
0

= − C

R0
(14)

∂h

∂Q
=

Kp

CR0

∂h

∂Q̇
=

1
C

(Kd +
Kp

2
) (15)

where Q̇ is the differential of Q.
With the denotions δW

.= W −W0, δQ
.= Q−Q∗, δU

.=
U−U∗, we make linearization around the operation point and
obtain:

˙δW (t) = −C

N
δU(t)

Fig. 4. Phase margin as a function of parameter Kp and Kd.

˙δQ(t) =
N

R0
δW (t)− C

R0
δR(t)

˙δU(t) =
Kp

CR0
δQ(t) +

1
C

(Kd +
Kp

2
) ˙δQ(t) (16)

Performing the Laplace transform on differential equations
in (16) we get:

W (s) = − C

Ns
U(s)

Q(s) =
N

sR0 + 1
W (s)

U(s) = −
Kp

R0
+ (Kd + Kp

2 )s
Cs

(17)

Combining functions in (17), we finally get the open-loop
transfer function of the whole system as follows:

G(s) = K
1 + s

z

s2(s + 1
R0

)
(18)

where K = Kp

R2
0

and z = Kp

(Kd+Kp/2)R0
.

C. Stability Analysis and Control Parameters

According to the Bode Stability Criteria, a system is stable
only if the phase margin in the Bode diagram of the transfer
function G(s) is above 0. And the higher the phase margin,
the more stable the system. Taking the setting mentioned
above for parameter δ with 0.2, i.e., Rref = 13.2μs, Fig. 4
shows the variation of the phase margin relative to different
(Kp, Kd) pairs. As shown in Fig. 4, setting Kp ∈ [1, 104]
and Kd ∈ [103, 105] ensures an acceptable phase margin
above 30 degrees. Besides, to make the system more stable,
Kp should be one or two orders of magnitude smaller than Kd.
In fact, the response speed (time taken to reach equilibrium)
and the optimal operation range (with guaranteed open-loop
gain) of a system are often opposite, which will be discussed
below.

D. Convergence Analysis

Proof As concluded in [44], PID controllers (like the
one used in RCC) that can be characterized by a SISO
ARMAX7 model shown in equation (19) and be optimized

7SISO ARMAX stands for Single-Input-Single-Output AutoRegressive Mov-
ing Average with eXtra input, which describes a controlled system with
external interference.
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Fig. 5. The trend of RCC stability and convergence under different (Kp,Kd) pairs.

by a generalized minimum variance objective function like
equation (20) have global convergence8 in equation (21).

A(q−1)y(t) = q−dB(q−1)u(t) + C(q−1)ω(t) (19)

where y(t) and u(t) are the output and input sequences of the
system, respectively. d is the system delay, ω(t) is a random
sequence defined in the probability space (Ω, F, P ), A(q−1),
B(q−1) and C(q−1) are model operator polynomials.

J = E{[P̊ y(t + d)− R̊yt(t)]2 + [Q̊′u(t)]2} (20)

where P̊ , R̊ and Q̊′ are known weighted polynomials about
q−1, and yt(t) is the target reference output.

lim
N→∞

N∑

t=1

[e(t)− E̊ω(t)]2

r(t − 1)
(21)

where e(t) = y(t) − yt(t), r(t) is an observable random
sequence and E̊ is a polynomial solution satisfying the Dio-
phantine equation.9

As demonstrated in [44], all operators and noises
(i.e., random sequences ω(t) and r(t)) in equations (19)-(21)
have nothing to do with the design details of RCC, that is,
for an arbitrarily set reference value yt (Rref in RCC) of
the controlled signal, a specific parameter combination can
always be found to meet the convergence condition shown
in equation (21). Intuitively, under the optimization of (20),
the error signal e(t) (e.g., Ei(t) in RCC) of the system will
eventually approach a fixed value; that is, the system has
global convergence under the adjustment of the controlled
parameters. See [44] for complete proof. �

To further explore the trade-off between system convergence
and stability, we use numerical simulation to solve the phase
margin (PM) and loop bandwidth (LB) under a series of
(Kp, Kd) pairs, where the absolute values of these two terms
are positively correlated with the degree of stability and the
convergence speed, respectively. We start Kp from 1 with five

8Global convergence is a kind of strong attribute, where the system will
always eventually stabilize around a unique point under any initial conditions.

9The Diophantine equation describes the relationship between E̊ and
operators A, B and C, which is independent of the specific expressions
relevant operators.

doubling rounds, and construct a wide variation range for Kd

by offering 31 sets of scale factors (i.e., Kd/Kp).
The trends of PM and LB are shown in Fig. 5. We find that

PM has a maximum with the increase of Kd for any given Kp,
and a smaller Kp owns a wider stable range. Besides, under
the same scale factor, PM sharply decreases as Kp doubles,
which indicates that the proportional term, Kp, as the primary
control item of PID control, needs to be adjusted prudently.
However, for any given Kp, LB increases monotonically with
respect to the scale factor, and under a fixed scale factor, the
increase of Kp will cause a synchronous growth of LB, which
will bring a faster system response. In a nutshell, Kp has a
mutually-exclusive impact on stability and convergence.

Besides, as shown in Fig. 5(b), RCC achieves near-ideal
convergence speed, the difference between numerical (brown)
and NS3 (black) simulations reduces (22.56% → 0.54%) as
scale factor grows. We take the (1, 1000) pair as the refer-
ence, which gives a 1

1000Hz = 1ms ideal convergence time.
Considering stability and convergence speed comprehensively
with the actual RTT magnitude, we limit Kp ∈ [1, 16] and
Kd ∈ [103, 7× 103] in actual use.

V. SIMULATION EVALUATION

In this section, we evaluate the performance of RCC by con-
ducting both micro-benchmarks and large-scale simulations.

A. Evaluation Setup

Network Topology. A fat-tree topology is used in large-
scale simulations. It consists of 320 hosts, 20 ToR switches,
20 aggregation switches, and 16 core switches. Hosts and ToRs
are connected with 100 Gbps links, while all switches are
connected via 400 Gbps links. The delay of each link is set
to 1μs, which gives a 12μs base RTT. The switch buffer size
is set to 32MB according to real device configurations [4].
Schemes Compared. We compare RCC with DCQCN,
TIMELY, HPCC, Homa [45] and ExpressPass [46]. Homa and
ExpressPass are typical receiver-driven transport protocols,
although they are not designed for RDMA networks. We use
the open-source code of DCQCN [47], Homa [48] and HPCC
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Fig. 6. Fast convergence and fairness.

in our evaluation and implement ExpressPass and TIMELY
based on their algorithms.
Parameter Settings. For RCC, we set δ = 0.2, which leads
to a 13.2μs RTT target

i . Then, we set Kp = 1 × 104 and
Kd = 1×105 based on the analysis in § IV. For other schemes,
we use the parameters suggested in the corresponding papers.
We also scale the ECN marking threshold proportional to the
link bandwidth suggested in [4] for DCQCN.
Benchmark Workloads. We use four kinds of realistic dat-
acenter workloads (web search [18], data mining [20], web
server [12] and cache follower [12]) that are widely used in
prior literature for large-scale simulations.
Performance Metrics. The performance of RCC is evaluated
using the following metrics: (1) goodput, (2) convergence
speed/fairness, (3) average FCT, (4) tail FCT, and (5) in-
network queuing length.

B. Micro-Benchmarks

We compare RCC with HPCC in several micro-benchmarks
since HPCC is regarded as the best solution for the time being.
1) Fast Convergence and Fairness. We show that RCC
flows can quickly react to changes in available bandwidth and
rapidly converge to appropriate flow rates. Besides, we evalu-
ate the fairness of RCC.

Setup: We use a dumbbell topology, where four senders and
one receiver are connected with the same 100 Gbps bottleneck
link. Four senders transmit one flow to the receiver in turn with
an interval of 100ms. The lengths of the four flows are 4.4,
2.2, 1.1 and 0.27 GB, respectively.

Result: Fig. 6 shows the goodput of the four flows in RCC
and HPCC. RCC quickly throttles the rate of existing flows
upon a new flow starts, and recovers the rate of other flows
after a flow ends. This is because the receiver has precise
information about the flow number being transmitted. When
a flow finishes, RCC only needs one RTT to re-assign the
sending window for existing flows to fully utilize the newly
available bandwidth. As a result, the overall goodput of RCC is
more stable. However, HPCC needs several RTTs to converge
to a stable rate after a flow arrives/finishes.

Fig. 6 also illustrates the fairness of RCC and HPCC. RCC
provides better fairness even in a short time scale. All flows
evenly share the bottleneck bandwidth and grab their fair
share quickly. Specifically, when N varies from 1 to 4, each
flow’s goodput quickly converges to ∼ 100×0.95

N Gbps, giving
a Jain fairness index within 0.998 ∼ 0.999 (1 is optimal).
However, flows in HPCC can not get the fair share under

Fig. 7. Goodput and FCT in the Incast scenario.

Fig. 8. Queuing length under Incast scenario.

a various number of concurrency and the goodput suffers
oscillation.
2) Incast. Next, we evaluate the performance of RCC under
the Incast scenario.

Setup: One receiver initiates connections with 1000 senders
and requests 200KB data from each sender simultaneously.
This workload is similar to the workload used in [49]. Besides,
there is also a long-lived background flow to the receiver.
We evaluate the overall FCT and the goodput of flows.

Result: Fig. 7 illustrates how RCC and HPCC react to
congestion caused by Incast. The aggregate goodput of RCC
and HPCC is similar. The total goodput of the 1000 flows
remains stable as time goes on, at around 94.98Gbps.
As for the average FCT of Incast flows, RCC performs
much better than HPCC. RCC improves the median of FCT
by about 5.2% and improves the 99th percentile FCT by
about 4.1%.
3) Low Queuing Latency. Incast traffic likely causes instan-
taneous large queuing latency due to its burstiness. We next
show the queuing latency of RCC in this scenario.

Setup: We use the same Incast traffic as above and measure
the queue length at the bottleneck switch.

Result: Fig. 8 shows the queue length of HPCC and
RCC under Incast. RCC keeps near-zero queue length since
it explicitly assigns window size and combines per-ACK
feedback and packet pacing. In HPCC, the queue builds up
to 900KB due to its slow responsiveness to the large flow
concurrency.

C. Large-Scale Simulations

Now, we evaluate the performance of RCC in large-scale
scenarios. We use the fat-tree topology mentioned in § V-A
and generate traffic according to the four realistic workloads.
1) Overall Performance.

Result: Fig. 9 shows the average FCT achieved by each
scheme under four workloads and different link loads. The per-
formance of RCC is better than Homa, ExpressPass, DCQCN,
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Fig. 9. Overall performance under four realistic workloads.

Fig. 10. Overall performance in web search workload.

Fig. 11. Overall performance in data mining workload.

TIMELY and HPCC. In the web search workload, the overall
average FCT with RCC is up to 9%, 11%, 11%, 30% and 45%
lower compared with HPCC, Homa, ExpressPass, DCQCN
and TIMELY, respectively. And the results change to 7%, 4%,
15%, 18% and 19% under the data mining workload. Besides,
RCC delivers the best performance under the web server and
cache follower workloads. The improvement of RCC over
HPCC in the overall average FCT is also obvious: 5 ∼ 11%
for the web server workload and ∼ 14% for the cache follower
workload.
2) FCT Breakdown Based on Flow Size.

Result: We break down the FCT across flow sizes as shown
in Fig. 10 and Fig. 11. We omit the results of web server and
cache follower workloads since the performance is consistent
with the other workloads.

For short flows, though under which Homa is proved to be
highly effective, RCC performs better than it and HPCC, and
greatly outperforms ExpressPass, DCQCN and TIMELY. This
is because RCC keeps near-zero queue length and handles con-
gestion rapidly by combining the Explicit Window Assignment
mechanism with the PID-based congestion control, while the
core packet spraying scheme used in Homa may encounter var-
ious issues. Fig. 11(a) and 11(b) show that RCC has a slightly
better performance than HPCC both in average FCT and

99th percentile FCT under the data mining workload. Besides,
RCC improves the average/99th percentile FCT by 10 ∼ 25%
and 21 ∼ 50% compared with DCQCN, respectively. In the
web search workload, RCC still achieves better performance
than HPCC and gains similar FCT reduction over the other
four schemes as under data mining workload.

As for long flows, RCC performs better than all the other
schemes. In the data mining workload, RCC performs better
than HPCC in terms of the average and 99th percentile FCT.
RCC also achieves great performance for long flows in the
web search workload. Compared with DCQCN, RCC reduces
by 25 ∼ 31% for the average FCT and up to 37% for the
99th percentile FCT. This is because RCC can rapidly reach
the fair share by the Explicit Window Assignment algorithm.

D. RCC Deep Dive

In this section, we dig deeper into RCC’s design by con-
ducting a series of targeted simulations.
1) Impact of Clock Synchronization.

Setup: To explore the impact of clock synchronization
mechanism on the performance of RCC, we construct two
control groups, in which RCC-async simulates the interference
of asynchronous clock by introducing random time jitter, while
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Fig. 12. The impacts of clock synchronization and parameter n on RCC.

RCC-sender moves the PID control logic to the sender side
(as elaborated in § III-G). We run RCC, RCC-async and
RCC-sender using the same settings in § V-B-2).

Result: Fig. 12(a) illustrates that time jitter caused by clock
synchronization does lead to a deterioration on the goodput,
but not pretty severe as the result in RCC-sender achieves
similar steady and high throughput compared with RCC, which
again verifies the feasibility of deployment choice in § III-G.
In fact, the impact caused by the congestion signal transition
from one-way delay to RTT will be alleviated by the order-
of-magnitude difference between end-to-end delay and the
per-ACK window adjustment manner, thus there will be no
avalanche decline in performance.
2) Settings of Parameter n in Congestion Detection.

Setup: As a congestion control mechanism, whether con-
gestion can be detected efficiently and accurately is the key
to achieve optimal performance, which is dominated by para-
meter n. To determine the least boundary conditions of n,
we take RCC (i.e., n = 3) in 1) as the baseline and measure the
goodput of bottleneck link with the same simulation settings.

Result: The results in Fig. 12(b) reveal that instantaneous
delay rag (n = 1) would fuzz up congestion detection thus
degrading performance of RCC compared with recommended
parameter settings (n = 3). In addition, the goodput of the
bottleneck link keeps approaching the optimal steady-state
performance as the RTT sampling value (i.e., n) increases.
Actually, RCC gives a similar performance when n > 2,
thus we choose n = 3 as the least boundary for congestion
detection for simplicity and effectiveness.
3) Impact of the Scale Function in PID Controller.

Setup: To explain in depth the reason for introducing
tanh(·) to shape the congestion signal Ui(t), we denote the
scaling term 1 − tanh(·) in equation (5) as S0, and then
use sigmoid(·)10 to construct two new scaling terms S1 =
1− sigmoid(·), S2 = 2− 2sigmoid(·). S1 is similar to S0 in
form but has a smaller range, while S2 has the same range
with S0 but cannot derive the delay-differential equation like
(6). We modified RCC with different scale functions and rerun
the simulations in § V-B-3).

Result: We can observe from Fig. 13 that the alter
of scale function would lead to an apparent reduction on
goodput and a persistent oscillation in bottleneck queue
length. This further shows the robustness of recommended
tanh(·) reshaper. In fact, as a centrosymmetric function about

10Sigmoid(·) is another widely used normalization function with a range
of (0,1). Its expression is S(x) = 1

1+e−x .

Fig. 13. The impact of different scale functions.

TABLE II

PAUSE TIME (%) UNDER DIFFERENT INCAST SEVERITY

reference point (0,1), tanh(·) performs homomorphic window
adjustment on both sides of the ideal equilibrium point, thus
ensuring the fairness of the whole system. It also avoids
excessive interference of noise signal through non-uniform
scaling, which has a vital impact on the stability, fairness
and convergence of PID controller. And as a window-based
congestion control algorithm, the application of tanh(·) in
RCC constrains the upper/lower limits of window adjustment,
which is consistent with the maximum halving boundary
setting in classical algorithms like DCTCP and DCQCN.
In comparison, although S1 and S2 share either the same
differentiability or same value range with S0, the lack of the
other property results in the sluggish response with S1 and the
instability with S2.
4) Robustness to PFC Activation.

Setup: To quantify the superior performance of RCC in
preventing PFC activation, we conduct a series of N-to-1 Incast
scenarios with each sender sends 200KB data.

Result: As shown in Table II, benefiting from the
receiver-driven congestion divide-and-conquer, PFC is rarely
triggered under the control of RCC (only 0.3% under 256 con-
currency). By contrast, lots of PFC pause frames are gener-
ated in DCQCN and TIMELY with concurrent flows larger
than 128; this can easily impair the performance of the entire
network.
5) The Effects of Explicit Window Assignment and
PID-Based Congestion Control.

Setup: To evaluate the effect of the schemes in § III-D
and § III-E, we compare the complete RCC with RCC-PID
(RCC without Explicit Window Assignment) and RCC-EWA
(RCC without PID-based Congestion Control) in the fat-tree
topology with the web search workload.

Result: Fig. 14 shows the average FCT of RCC, RCC-PID
and RCC-EWA. We observe that there is always a gap in the
FCT results with RCC in the last two schemes, which indicates
that both EWA and PID are vital for better performance in
RCC. Specifically, RCC outperforms RCC-PID and RCC-
EWA by up to 28% and 19% on average, and the result of
tail FCT breakdown is similar. The gap would be remedied
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Fig. 14. RCC deep dive in web search workload.

Fig. 15. RCC deep dive with multi-bottleneck topology.

by equipment with either the EWA or PID part, as detailed in
the next simulation.
6) The Effects of EWA and PID in More Detail.

Setup: We run RCC-PID, RCC-EWA and RCC using the
multi-bottleneck topology in Fig. 1(a) with three flows to
quantify the benefits of combining these two schemes. Flow 1
begins to transmit data at line rate, then we start flow 2, 3 at
100ms and 200ms to construct both in-network and last-hop
congestion with flow 1. Besides, we add flags in EWA and PID
units to check the validity and accuracy of congestion detection
and differentiation algorithms. All links are 100Gbps.

Result: Fig. 15 shows the goodput of three flows in each
scheme. We observe from Fig. 15(a) that RCC-PID requires
several iterations to reach the proper sending rate every time
the number of flows changes. Fig. 15(b) and 15(d) show
that flow 1 and 2 can not share the bottleneck bandwidth
fairly and build a large queue in the network. However,
Fig. 15(c) illustrates that RCC handles different kinds of
congestion perfectly by combining EWA and PID parts and
achieves near-zero queuing length. Moreover, the consistency
of detected congestion type with constructed congestions
(denoted as ×) in Fig. 15(a)-(c) indicates that the congestion
detection and differentiation in RCC are effective and accurate.

VI. TESTBED EVALUATION

In this section, we implement RCC with DPDK [50] and
conduct testbed experiments to validate its performance com-
pared with simulation results.

A. Implementation and Settings

In order to emulate the kernel bypass property of RDMA,
we implement RCC based on the user-level mTCP stack
[51]. Specifically, function ProcessACK() in tcp_in.c covers
the main algorithm of RCC and corresponding state variables
are added to basic packet headers. We plug in a Mellanox
ConnectX5-EN NIC on each of the two Dell PowerEdge R730
servers to act as sender and receiver, respectively. Each NIC
has two 25Gbps Ethernet ports, so the server can work as two
senders or receivers. We build a two-tier network topology
with three switches and then connected the servers to the two
leaf switches. The rate of all links is 25Gbps. Each server in
this topology is equipped with two Intel Xeon E5-2609 v4
CPUs (8 cores, 1.7 GHz), 128 GB 2133 MT/s DDR4 RAM.

B. Cross Validation of EWA and PID Components

The highlight of RCC lies in its differentiated treatment
of different types of network congestion. To verify the basic
performance of the algorithm design, we run two different
experiments on both the testbed and NS3 simulator and
measure throughput and switch egress queue length. In both
testbed and simulator, the RTT is about 12μs. So the parame-
ters are set to be the same in hardware experiments and NS3
simulations.

In the first experiment, each sender generates one flow to
the same receiver, which results in the last-hop congestion.
Fig. 16(a) shows the sending rate stabilizes at 12Gbps with a
near-zero queue length for both the testbed and simulation.

In the second experiment, each sender generates one flow to
different receivers, which results in the in-network congestion.
Fig. 16(b) shows that the sending rate stabilizes at 12Gbps
for both the testbed and simulation. In the steady-state, the
throughput of two senders oscillates with low amplitude in
both testbed and simulation and the queue length is limited
to a very low level. Results verify that both EWA and
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Fig. 16. Cross validation with simulations.

Fig. 17. Performance of RCC testbed under 3-to-1 Incast.

PID components in RCC would behave as expected (that in
simulations) under real datacenter network environments.

C. Performance Under Incast Scenario

To cross-validate the ability of RCC to deal with abnormal
traffic patterns in real scenarios, we reuse the environment
settings in § VI-B, but connect these two servers to one switch,
which gives a 3-to-1 Incast scenario. The frontend application
on one end-host (receiver) sends requests to the other three
end-hosts (senders). Upon receiving the request, each sender
replies with continuous elephant flow immediately. We apply
the same settings in NS3 simulator and record the goodput
and switch queue length. Fig. 17 demonstrates that despite the
presence of oscillation and jitter, the results of the simulation
and the experiment can still maintain an absolute degree of
consistency, which is acceptable and valuable.

VII. RELATED WORK

Congestion control (CC) is an enduring topic in data center
networks (DCN), and a plethora of novel proposals have
emerged over the last decade. Here we briefly introduce some
closely related work.

A. Sender-Based Congestion Control

DCTCP [18] is the first ECN-based CC algorithm used
in DCN. It adjusts each flow’s sending rate according to
the ECN-mark fraction in each RTT. With the prosperity of
RDMA in DCN, sender-based RDMA-specific CC mecha-
nisms are proposed, which passively adjust the transmission
behavior at senders according to various congestion signals.
DCQCN [5] reacts to ECN marks, TIMELY [9] and Swift [52]
use RTT variation, while HPCC [4] relies on precise link load
information. Due to the long end-to-end control loop, these
solutions require several RTTs to iteratively converge to the
fair share, while RCC needs only one RTT for handling the
dominant last-hop congestion.

B. Receiver-Driven Congestion Control

To avoid possible performance degradation under Incast
scenario, some proposals suggest shifting the control entity
to the receiver side. pHost [53] and ExpressPass [46] prevents
congestion by explicitly sending well-controlled tokens/credits
to senders. However, RDMA NICs are hard to maintain differ-
ent timers for flow-level packet pacing implement. Homa [45]
uses priority queues to schedule packets dynamically. How-
ever, since the core packet spraying [54] scheme likely incurs
packet reordering, it is not well-supported in RDMA networks.
Aeolus [55] assists receiver-driven CCs by prioritizing sched-
uled packets over unscheduled along with effective selective
dropping and recovery schemes, but issues like core congestion
are pendent. In essence, the effectiveness of receiver-driven
solutions coping with the last-hop congestion highly depends
on the assumption that most congestion happens at the ToR
downlink [13]. RCC inherits this good feature but pushes
further for designing a dedicated scheme for the in-network
congestion.

C. Switch-Driven Solutions

XCP [56] and RCP [57] are two proactive rate control
schemes designed primarily for TCP. With the participation
of the switch, the former adjusts the window size information
in the packet header, while the latter calculates each link’s fair
rate. TFC [58] proposes a token-based bandwidth allocation
scheme based on the active flow number in each time interval,
while BFC [59] tracks active flows to achieve accurate per-
hop per-flow flow control and is compatible with end-to-end
solutions. RoCC [40] proactively computes the fair flow rate
and piggybacks it to the sender based on PI controller at the
switch, RCC differs from it in indirect control and continuous
control factor scaling.

VIII. CONCLUSION

This paper presents RCC, a receiver-driven transport for
RDMA in datacenters. It can efficiently utilize the network
bandwidth while keeping near-zero in-network queue length.
By differentiating network congestion types, RCC employs
novel Explicit Window Assignment and PID-based conges-
tion control to address the last-hop and in-network conges-
tion, respectively. The results of the testbed experiments and
large-scale simulations validate that RCC achieves low queu-
ing latency, high bandwidth utilization, and fairness simulta-
neously.
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